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Path Selector For Symbolic Execution

Symbolic execution is a software analysis technique for understanding what
data causes each part of a program to execute

Challenges:
• The problem of choosing the best path in the execution graph is an

undecidable
• Path explosion problem: a symbolic executor can fork on each branch,

causing the total number of states to explode

Project goal: implement AI-guided path selector for Universal Symbolic
Virtual Machine (USVM)
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Existing Solutions

Solutions Disadvantages
Classic approaches (fuzzing, path

merging, path prioritization, interleaved
SE)

Each method is good only at specific
task

Artificial Intelligence based (RL-guided
SE1, SyML2, LEARCH3)

Lack of flexibility

1Jie Wu, Chengyu Zhang, and Geguang Pu. “Reinforcement Learning Guided Symbolic
Execution”

2Nicola Ruaro et al. “SyML: Guiding Symbolic Execution Toward Vulnerable States Through
Pattern Learning”

3Jingxuan He et al. “Learning to Explore Paths for Symbolic Execution”
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Proposed Approach

Graph Neural Network + Machine
Learning
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Proposed Approach: Graph Neural Network
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Figure: Control Flow Graph
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Proposed Approach: Genetic & Supervised Learning
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Figure: Learning pipeline
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Benchmark Results: Simple Tests
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Benchmark Results: Complex Tests
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Future Work

• Experiment with Genetic Learning paremeters
• Select best performing model architecture
• Add new program graphs to dataset
• PR to USVM
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Thank you for your attention!

Max Nigmatulin
email: mvnigma@gmail.com

tg: @mvnigma

link
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mailto:mvnigma@gmail.com
https://t.me/mvnigma
https://github.com/emnigma/GNN_learner
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